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Open-E DSS V7 Active-Passive iSCSI Failover 0/)@/7-@

To set up Active-Passive iSCSI Failover, perform the following steps:

—

Hardware configuration
2. Network Configuration:
+ Set server hostnames and Ethernet ports on both nodes (node-a, node-b)
3. Configure the node-b:
» Create a Volume Group, iSCSI Volume

+ Configure Volume Replication mode (destination and source mode) - define remote mode of binding , create Volume
Replication task and start the replication task

4.  Configure the node-a:
» Create a Volume Group, iSCSI Volume

+ Configure Volume Replication mode (source and destination mode), create Volume Replication task and start the replication
task.

Create targets (node-a and node-b)
Configure Failover (node-a and node-b)
Start Failover Service

© N oW,

Test Failover Function
9. Run Failback Function
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Storage client

IP:192.168.0.101

IP:192.168.20.101 (MPIO 1)
IP:192.168.1.107 (Ping Node)

IP:192.168.21.101 (MPIO 2)
IP:192.168.2.107 (Ping Node)

LAN

m

Data Server (DSS1)
node-a
IP Address:192.168.0.220

Switch 1 Switch 2

RAID System 1

Port used for WEB GUI management
IP:192.168.0.220

Storage Client Access, Multipath

Auxiliary connection (Heartbeat)
1P:192.168.1.220

Storage Client Access, Multipath
Auxiliary connection (Heartbeat)
1P:192.168.2.220

Volume Replication,
Auxilliary connection (Heartbeat)

IP:192.168.3.220 eth3
Volume Groups (vg00) P_
iSCSI volumes (Iv0000) _@E i
. Y
iSCSI targets

1. Hardware Configuration

Data Server (DSS2)
node-b

IP Address: 192.168.0.221

=%

RAID System 2

Port used for WEB GUI management
IP:192.168.0.221

Storage Client Access, Multipath
Auxiliary connection (Heartbeat)
IP:192.168.1.221

Virtual IP Address:
192.168.20.100 (iSCSI Target)

—

Storage Client Access, Multipath
Auxiliary connection (Heartbeat)
IP:192.168.2.221

Virtual IP Address:
192.168.21.100 (iSCSI Target)

R

‘]/V

Note:

Volume Replication
Auxilliary connection (Heartbeat)
IP:192.168.3.221

It is strongly recommended to use direct point-to-point and if possible 10Gb connection

~~ for the volume replication. Optionally Round-Robin-Bonding with 1Gb or 10Gb ports can - | Vol G 00
be configured for the volume replication. The volume replication connection can work _ olume Groups (vg00)
over the switch, but the most reliable is a direct connection. @

iSCSI Failover/Volume Replication (eth3) _B G? iSCSI volumes (Iv0000)
-------------------- = O e e — | iSCSI targets

NOTE: For additional layer of redundancy, you may add an extra connection between switches and ping nodes.

www.open-e.com
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1. Hardware Configuration

apen-e

Data Server (DSS2)
node-b
IP Address: 192.168.0.221

After logging on to the Open-E DSS V7 (node-b),
please go to SETUP and choose the "Network
interfaces" option.
In the Hostname box, replace the "dss" letters in
front of the numbers with "node-b" server, in
this example "node-b-59979144" and click the
apply button (this will require a reboot).

gpen-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: Setup » Network interfaces

DATA STORAGE SOFTWARE V7

% Interfaces * ? Server Name
~ @ etho Setver name:
L e ethl
Comment:
- @ eth2
L e eth3

dss2

Data Storage Software

Hosthame

~, Eai b
> node-b-59979144

Please apply changes or press "reload" button to discard

DNS settings

J# Event Viewer

194.204.152.34;194.204.158.1

o i

Data Storage Software V7 - All rights reserved
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. . ‘ aopen-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7
1. Hardware Configuration -
SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: Setup » MNetwork interfaces » eth0

Interfaces * ? Interface info

9 @ ethl
Data Server (DSS2) Fo o
node-b Fo
= |IP Address: 192.168.0.221 R

ssssfeccsfocssefecnse
o Warning

Warning! You are currently connected through this interface.

Intel Corporation 82546GE Gigabit Ethemet Controller (rev 03)

V' Active

Next, select eth0 interface and in the IP address MAC
field, change the IP address from 192.168.0.220 e oHe

00:04:23:B9:86:FA

to 192.168.0.221 > © st
Then click apply (this will restart network P adress: 1921880221
configuration). : — Trr—
H . —
Gateway: 192.168.0.1

=
J# Event Viewer
Data Storage Software V7 - All rights reserved
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1. Hardware Configuration

apen-e

Data Server (DSS2)
[eeleeee<T-s=¢] node-b
1 [P Address: 192.168.0.221

Afterwards, select eth1 interface and change
the IP address from 192.168.1.220 to
192.168.1.221 in the field IP address and click
the apply button.

Next, change the IP addresses in eth2 and eth3
interfaces accordingly.

gpen-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS

SETUP CONFIGURATION MAINTENANCE

You are here: Setup » MNetwork interfaces » eth1

STATUS HELP

open-e

DATA STORAGE SOFTWARE V7

Interfaces * ?

’ ~ @ eth0
—> ® il
L e etz

L @ eth3

Interface info

Intel Corporation 82546GE Gigabit Ethemet Controller (rev 03)

IP address

V' Active

MAC: 00:04:23:69:86:FB
€ DHCP

@ Static

N

J# Event Viewer

=>» |P address: 192.168.1.221

Netmask: 265.255.255.0

Broadcast: auto

Gateway:

=

Data Storage Software V7 - All rights reserved
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1. Hardware Configuration

apen-e

Data Server (DSS1)
s> l**>s] node-a

——p—pr——1—- [P Address: 192.168.0.220

After logging in to node-a, please go to SETUP
and choose the "Network interfaces" option.
In the Hostname box, replace the "dss" letters in
front of the numbers with "node-a" server, in this
example "node-a-39166501" and click apply
(this will require a reboot).

OPCN-@ | ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: Setup » Network interfaces

DATA STORAGE SOFTWARE V7

Interfaces H* ? Server Name

L @ etho

Server name:
L e ethl
Comment:
- @ eth2
L e eth3

dssl

Data Storage Software

Hosthame

Hostname:

N
- node-a-39166501

Please apply changes or press "reload" button to discard

DNS settings

194.204.152.34;194.204.158.1

J# Event Viewer

T =
QDD

Data Storage Software V7 - All rights reserved

www.open-e.com 7



Open-E DSS V7 Active-Passive iSCSI Failover 0/0@/7-@

OPCN-@ | ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

2. Configure the node-b

HELP

STATUS

MAINTENANCE

CONFIGURATION

SETUP

%You are here: Configuration » Volume manager » Valume groups

Yol. groups H* ? Unit rescan

Data Server (DSS2)
node-b
——p——p—1—- |P Address: 192.168.0.221

Unit manager

Unit Size (GB) Serial number Status

%F‘ Unit MDO 298.10 N/A available

In CONFIGURATION, select "Volume manager", ‘ =
then click on "Volume groups". o e ro ke e :
group i
7

In the Unit manager function menu, add the
selected physical units (Unit MDO or other) to
create a new volume group (in this case, vg00)
and click the apply button. i e S

O Unit S000 9SYDAWBT
| Unit S001 9IRABVDG3

Drive identifier

J# Event Viewer

Data Storage Software V7 - All rights reserved

www.open-e.com 8



Open-E DSS V7 Active-Passive iSCSI Failover 0/0@/7-@

. gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V7
2. Conflgure the nOde b SETUP CONFIGURATION MAINTENANCE STATUS HELP
Yol. groups ? Yolume manager
I T o — System volumes
Data Server (DSS2) st L o |
n Od e_ b Reserved for snapshots 0.00
Reserved for system 4.00
:::: :::: :::: :::: |P Address: 192.1 68.0.221 Reserved for replication 0.00
Free 290.06
Select the appropriate volume group (vg00) from > newesime =
the list on the left and create a new iSCSI i L &
volume of the required size. W Uss vlume repiation
The logical volume (Iv0000) will be the = Sl
destination of the replication process on node-b. i ELER
Rate: medium =
@ Block 10 .
L
i)
Next, check "Use volume replication" checkbox. o T o comoeer 2005
. . . add: K or replication,
After assigning an appropriate amount of space
. . apply
for the ISCS' VOlume’ ClICk the apply bUtton' l ’ ‘ F‘\easeapmychangesmprese“reﬁau“huﬂnnmrJ\scarﬂ ;‘

J# Event Viewer
Data Storage Software V7 - All rights reserved
www.open-e.com 9
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2. Configure the node-b

apen-e

Data Server (DSS2)
=< l**-] node-b
——p——p—1—- |P Address: 192.168.0.221

apen-e

SETUP CONFIGURATION

You are here: Configuration » Yolume manager b Yolume roups » vgoo

ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS

MAINTENANCE

DATA STORAGE SOFTWARE V7

STATUS

Logical iSCSI Volume Block 1/0 is now configured.

www.open-e.com

Vol. groups * ?
— @ vglo
~
e
Yol. replication * ?

Volume manager

@ o

Logical volume [¥0000 has been created successfully.

Logical Volume Type Snap. Rep. Blzcksize S(;zee
iscs

10000 ] v 50.00 ‘
Size

System volumes (GB)

SWAP 4.00 a

Reserved for snapshots 0.00

Reserved for system 4.00

Reserved for replication 0.13

Free 233.94

Action: new NAS volume _'_I

™ Use volume replication

7 WORM

0 239.94

-

J# Event Viewer

Data Storage Software V7 - All rights reserved
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3. Configure the node-a

apen-e

Data Server (DSS1)
s> l**>s] node-a
——1 |P Address: 192.168.0.220

Go to the node-a system. In CONFIGURATION,
select "Volume manager" and then click on
"Volume groups".

OPEIN-@ | ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

HELP

MAINTENANCE STATUS

CONFIGURATION

SETUP

% You are here: Configuration » Yolume manager » Yolume groups

Yol. groups H* ? Unit rescan

Unit manager

Unit Size (GB) Serial number Status

—> Unit S001 186295 A available

— "
Action:

Add the selected physical units (Unit S001 or
other) to create a new volume group (in this
case, vg00) and click apply button.

new volume group =l

Yol. replication
> w0

www.open-e.com

Drive identifier

Unit Serial number Status

O Unit S001 NAA

J# Event Viewer

Data Storage Software V7 - All rights reserved
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3. Configure the node-a

Data Server (DSS1)
node-a
IP Address: 192.168.0.220

Select the appropriate volume group (vg00) from —
the list on the left and create a new iSCSI
volume of the required size.

The logical volume (lv0000) will be a source of
the replication process on the node-a.

Next, check the box for "Use volume
replication".

After assigning an appropriate amount of space
for the ISCSI volume, click the apply button.

apen-e

ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS

open-e

DATA STORAGE SOFTWARE V7

NOTE:

The source and destination volumes must be of identical size.

www.open-e.com

SETUP CONFIGURATION MAINTENANCE STATUS HELP
You are here: Configuration » Yolume manager » Yolume groups » g0
Vol. groups Volume manager
: = System volumes
% ® vgoo
SWAP 4.00 ﬂ
Reserved for snapshots 0.00
Reserved for system 4.00
Reserved for replication 0.00
Free 1854.91
N
Action: " new iSCS! volume :]
Options: Just create volume :]
V' Use volume replication
= € File 11O

¥ Initialize

Rate: medium ;|
@ Block /O
21

i)
0 1854.91
add: 50 GB  (+0.12 GB for replication)

I S
>
’ ‘ Please apply changes or press "reload" hutton to discard _'
-
J# Event Viewer

Data Storage Software V7 - All rights reserved
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OPCN-@ | ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

3. Configure the node-a

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Configuration » Yolume manager b Yolume roups » vgoo

Yol. groups * ? Yolume manager
open-e L ® v - 0 Info
D ata S e rve r- ( D SS ’l ) Logical volume 0000 has been created successiully.
I' Yy 'I' Y I' Y I Y 'I nod e_a Logical Yolume Type Snap. Rep. Bl:cksize S(;ze
N =
b= 1P Address: 192.168.0.220 > o L |

System volumes (GB)
SWAP 4.00 m

Reserved for snapshots 0.00

Logical iSCSI Volume Block 1/0 is now configured. S =
N Action: new NAS volume L’

™ Use volume replication

™ WORM

I -
a
0 1804.78

add: 0.00 GB

-

J# Event Viewer

Data Storage Software V7 - All rights reserved

www.open-e.com 13



Open-E DSS V7 Active-Passive iSCSI Failover 0/0@/7-@

OPCIN-@ | ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

2. Configure the node-b

HELP

STATUS

MAINTENANCE

CONFIGURATION

SETUP

—3-tou are here: Confiurton » Vokame manager » Yoe repcaton
Vol. groups * ? Volume replication mode -
P— = I . Logical Volume Source  Destination  Clear metadata
Data Server (DSS2) 2T e = =
node-b o
1= IP Address: 192.168.0.221 s ok i o e b o
Now, on the node-b, go to "Volume -
replication". Within Volume replication mode dellcne s
function, check "Destination" checkbox for ':’tm”‘;‘lp“dd S
Iv0000. Then, click the apply button. i T —
In the Hosts binding function, enter the IP
address of node-a (in our example, this would be
192.168.3.220), enter node-a administrator -
password and click the apply button.
After applying all the changes, the status should GiSats ey apetion Ba)
be: Reachable. Q o
NOTE: Wolume replication tasks can not be created because there is no remote node connected.
The Mirror server IP Address must be on the same subnet in order for e 1 5

the replication to communicate. VPN connections can work providing you

are not using a NAT. Please follow example:
Source: 192.168.3.220  Destination: 192.168.3.221

www.open-e.com 14



Open-E DSS V7 Active-Passive iSCSI Failover gp@ﬂ-g

apc’ﬂ-c’ ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

3. Configure the node-a

MAINTENANCE STATUS

HELP

CONFIGURATION

SETUP

You are here: Configuration » Yolume manager » Volume replication .laf—k:‘rj

= ® vglo

apen-e

Data Server (DSS1)
node-a
1t |P Address: 192.168.0.220

Create new volume replication task

Task name: Mirror_000D

In the Create new volume replication task, — S -
enter the task name in the Task name field, R

then click on the button. In the Destination o
volume field, select the appropriate volume (in J —— Bandvwidth for SyncSource (MB): %
this example, Iv0000). In the Bandwidth for
SyncSource (MB) field you must change the
value. In the example, 35MB is used. Next, click
the create button.

NOTE:
The “Bandwidth for SyncSource (MB)" need to be calculated based on available Ethernet @ o
Network throughput and number of replication tasks and the limitation factor (about Mo asks have been found.
0.7). For example: 1 Gbit Ethernet and 2 replication tasks (assuming 1 Gbit provides
about 100 MB/sec sustained network throughput)

» Bandwidth for SyncSource (MB): = 0.7 * 100/ 2 = 35

For example: 10 Gbit Ethernet and 10 replication tasks (assuming 10 Gbit provides
about 700 MB/sec sustained network throughput)

« Bandwidth for SyncSource (MB): = 0.7 * 700/10 = 49

H
1 volume: hO00D j

Please apply changes or press "reload" button to discard

Replication tasks manager

J# Event Viewer

Data Storage Software V7 - All rights reserved

www.open-e.com
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apc’ﬂ-c’ ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

3. Configure the node-a

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: Configuration » Volume manager » Volume replication

Vol. groups * 7

Opc’ﬂ-t’ = Hosts Binding

= ® vglo

Data Server (DSS1) | Remat note

Host nhame: node-h-5. IP address: 192.168.3.221 Status: Reachable
node-a

ey IP Address: 192.168.0.220 —

Create new volume replication task

Vol. replication #* ? @ i

T Mo volumes with replication functionality found or all volumes have a task assigned already.
L @ Mirror_0000

Now, in the Replication task manager |
function, click the corresponding "play" button to
start the Replication task on the node-a.

Replication tasks manager

Name

‘ u Mirror_00oo nia

Kl

J# Event Viewer

Data Storage Software V7 - All rights reserved

www.open-e.com 16
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Dpeﬂ'e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

3. Configure the node-a

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: Configuration » Volume manager » Yolume replication

Vol. groups * 7

open-e = Hosts Binding

= @ vglo

Data Server (DSS1) ——

node a Host name: node-b-5... IP address: 192.168.3.221 Status: Reachable

Tl k] (P Address: 192.168.0.220 ey

Create new volume replication task

Vol. replication * ? O

Mo volumes with replication functionality found or all volumes have a task assigned already.

You may view information about currently - A |
running replication tasks in Replication tasks
manager function.

When a task is started, a date and time will — — -

~ y
a p pea r. > n Mirror_0000 2013-06-19 22:46:37 > n [

Replication tasks manager

-

. Event Viewer

Data Storage Software V7 - All rights reserved

www.open-e.com 17
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OPCN-@ | ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

3. Configure the node-a

SETUP CONFIGURATION MAINTENANCE STATUS HELP

% You are here: Status » Tasks » Volume Replication

.l i
i
Running tasks ?

open-e ~ @ Data (File) Replication ’ flame e Starttime
Data Server (DSS1 ) — @ Antivirus Ha Mirror_0000 Volume replication 2013-06-19 22:46:37
| 0 X O B | node-a _ ® -Volume Replication Protacol type: Synchronous
ool e] P Address: 192.168.0.220 o Camection Conneced
Source info:
You can check the status of Volume Replication Logiea volurre hoono
anytlme In STATUS -> "TaSkS” -> "VOIUme : Consistency: Consistent
Replication” menU. Destination info:
; Logical volume: 0000
” Consistency: Consistent B
Click on the button, located next to a task
) . . . IP address: 192.168.3.221
name (in this case MirrorTask-a) to display
detailed information about the current
replication task.

Tasks log cC ?
Time Name Status  Action
2013-06-19

» 224645 Mirror_0000 Volume replication OK Started

NOTE' Event Viewer
Please allow the replication task to complete (similar to above with

status being ,Consistent”) before writing to the iSCSI Logical Volume.

www.open-e.com 18
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4. Create new target on the node-b

Data Server (DSS2)
node-b
IP Address: 192.168.0.221

ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

apen-e

CONFIGURATION

HELP

MAINTENANCE STATUS

SETUP

% You are here: Configuration » ISCS! target manager » Targets

Targets * ?

Narme: ~ | ign.2013-06:mirror-0
”

Alias: target0

Please apply changes or press "reload" button to discard

Choose CONFIGURATION, "iSCSI target
manager" and "Targets" from the top menu.

Discovery CHAP user access

CHAP users

@ No discovery CHAP user access authentication

In the Create new target function, uncheck the
box Target Default Name.

In the Name field, enter a name for the new
target and click apply to confirm.

' Enable discovery CHAP user access authentication

NOTE:
Both systems must have the same Target name.

www.open-e.com

J# Event Viewer

Data Storage Software V7 - All rights reserved
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4. Create new target on the node-b

apen-e

Data Server (DSS2)
=< l**-] node-b
1 [P Address: 192.168.0.221

After that, select target0 from the Targets field.

To assign appropriate volume to the target
(iqn.2013-06:mirror-0 -> lv0000) click attach
button located under Action.

gpen-e

CONFIGURATION

SETUP

% You are here: Configuration b iSCS| target manager » Targets » iqn.2013-06:mirror-0 (target0)

ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS

MAINTENANCE

STATUS

open-e

DATA STORAGE SOFTWARE V7

NOTE:

Volumes on both sides must have the same SCSI ID and LUN# for
example: IvO000 SCSI ID on node-a = Iv0000 SCSI ID on node-b.

In this case before clicking the attach button please

copy the SCSI'ID and LUN# from this node.

www.open-e.com

Targets H* ?
— @ targetd
CHAP users * ?

~ iscsi
7 11000 &a cWMUSPAGO3m1nzB 0 write-through =]

Target volume manager

o Info

There are logical volumes selected as mirror destination. There is no direct access to mirror
destination volume. In order to access such volurne, you can stop mirror task and switch
destination mode to source mode or create a snapshot on the destination volume and assign
the shapshot to a new target.

o Info

Please note thatin order to access iSCSl-enabled data from an initiator, the target needs to
have a LUN 0, otherwise the data in all other LUNSs will be inaccessible. The data will also he
inaccessible if you select an inactive snapshot or a destination volume (volume replication) as
LUND.

Volume Type SCSIID LUN  Access mode Action

No logical volumes attached to this target.

Volume Type SCSIID LUN Access mode

CHAP user access authentication

J# Event Viewer

Data Storage Software V7 - All rights reserved
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OPCN-@ | ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

5. Create new target on the node-a

HELP

MAINTENANCE STATUS

CONFIGURATION

SETUP

% You are here: Configuration » ISCS! target manager » Targets

Targets H* ? Create new target
open-e - ' > I7 Target Default Name
Data Server (DSS1 ) Name « | iqn.2013-08:mirror-0
Jeese]ecesfoscc]ecss] node_a e /targeﬂ

== [P Address: 192.168.0.220

am)ry
NeXt, gO tO nOde'a, Cl |Ck On CON FIGU RATION Please apply changes or press "reload" button to discard |

and choose "iSCSI target manager" -> "Targets" —
from the menu.

m Discovery CHAP user access

’ @ No discovery CHAP user access authentication

' Enable discovery CHAP user access authentication

From the Create new target function, uncheck

the box Target Default Name.
In the Name field, enter a name for the new

target and click apply to confirm.

J# Event Viewer

NOTE:

Both systems must have the same Target name.

www.open-e.com 21
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5 Create new ta rget on th en od e-a . OPCIN-@ | ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Configuration » ISCS target manager » Targets » iqn.2013-06:mirror-0 (target0)

Targets * ? Target volume manager
open-e 9‘ L ® targetd o Info
Data S e rve r. ( D SS 1 ) Please note thatin order to access iSCSl-enabled data from an initiator, the target needs to
have a LUN 0, otherwise the data in all other LUNS will be inaccessible. The data will also be
eesfeses] n Od e_a inaccessible ifyou select an inactive snapshot or a destination volume (volume replication) as

LUND.

= |P Address: 192.168.0.220

Volume Type SCSIID LUN  Access mode Action

No logical volumes attached to this target.

After that, select target0 from the Targets field. — — |

CHAP users * ? Volume Type SCSIID LUN Access mode Action

istst
° 0000 “R.Z cWMUSPAGD3m1nzB o write-through vk

\

To assign appropriate volume to the target
(iqn.2013-06:mirror-0 -> lv0000) click attach
button located under Action.

AlRuser access authentication

@ No CHAP user access authentication

€ Enable CHAP user access authentication

NOTE: T | -

J# Event Viewer
Before clicking the attach button again, please paste the SCSI D and
LUN# (previously copied) from the node-b.

www.open-e.com 22
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OPCN-@ | ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

6. Configure Failover

SETUP CONFIGURATION

% You are here: Setup » Failover

MAINTENANCE STATUS HELP

Oﬂc’ﬂ-t’ Augiliary paths

Status node-a-3... interface node-b-5... interface
Data Server (DSS1) oca 040 o i
Inactive eth3 (192.168.3.220) eth3(192.168.3.221)
node-a

2 B0 OO o . i

ey IP Address: 192.168.0.220 > Newauliian path

H Interface on local node: eth1 (192.168.1.220) 1]
ﬁ Interface on remote node: eth1 (192.168.1.221) =~

cancel add new auxiliary path

Please apply changes or press "reload" button to discard

On the node-a go to Setup and select Failover. —

In the Auxiliary paths function, select the 1st

New auxiliary path on the local and remote | Ping nodes
node and click the add new auxiliary path | e e T
b U ttO n . No ping nodes defined.

add new ping node
-

J# Event Viewer
Data Storage Software V7 - All rights reserved
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6. Configure Failover

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: Setup » Failover

Augxiliary paths

‘ o Info

apen-e

Data Server (DSS1)

no d e-a Status node-a-3... interface node-b-5... interface

Auxiliary path has been created successfully.

(local node) (remote node)

oAl kbl el Bl |P Address. 192,1 68,0_220 Inactive eth1 (192.168.1.220) ethl (192.168.1.221)

Inactive eth3 (192.168.3.220) eth3 (192.168.3.221)

‘ New auxiliary path

é Interface on local node: eth2 (192.168.2.220)
ﬁ Interface on remote node: eth2 (192.168.2.221) _'_]

Lo

In the Auxiliary paths function, select the 2st i S
New auxiliary path on the local and remote Please appychanges orpres "eload” buton o discard
node and click the add new auxiliary path 5 | '
button.

Ping nodes

Ping node P address node-a-3... status node-b-5... status
(ocal node) (remote node)

No ping nodes defined.

-

J# Event Viewer

Data Storage Software V7 - All rights reserved
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6. Configure Failover

Data Server (DSS1)
node-a

IP Address: 192.168.0.220

In the Ping nodes function, enter two ping
nodes.

In the IP address field enter IP address and click
the add new ping node button (according to the
configuration in the third slide).

In this example, IP address of the first ping node
is: 192.168.1.107

and the second ping node: 192.168.2.107

www.open-e.com

apen-e

SETUP CONFIGURATION

You are here: Setup » Failover

ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS

MAINTENANCE

STATUS

HELP

DATA STORAGE SOFTWARE V7

open-e

i
—

Ping nodes

o Info

add new auxiliary path

Ping node has been added successfully

Ping node IP address

192168.1.107

New ping node

IP address:

node-a-3... status

(local node)

Reachable

node-b-5... status
(remote node)

Reachable ﬂ

192.168.2.107

cancel add new ping node

Please apply changes or press "reload" button to discard

J# Event Viewer

Failover trigger policy

€ Ignore /O errors

@ Trigger failover on /O errors (any volume)
€ Triager failover on I/0 errars (only volumes confioured in failover

=l

Data Storage Software V7 - All rights reserved
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6. Configure Failover

apen-e

Data Server (DSS1)
s> l**>s] node-a
——1 |P Address: 192.168.0.220

OP@I-@ | ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: Setup » Failover

Resources pool manager

Next, go to the Resources Pool Manager
function (on node-a resources) and click the add
virtual IP button. After that, enter 1st Virtual IP,
(in this example 192.168.20.100 according to the
configuration in the third slide) and select two
appropriate interfaces on local and remote
nodes. Then, click the add button.

Status: unknown

Synchronization status: not configured synéeiween nodes

Virtual IP addresses  [IGSRELLIGEE

add virtual IP

é Virtual IP: 192.168.20.100

H Interface on local node: eth1 (192.168.1.220)

ﬁ Interface on remote node: eth1 (192.168.1.221)

Netmask: 25526525850

[T

Broadcast (optional):

www.open-e.com

el “

J# Event Viewer
Data Storage Software V7 - All rights reserved
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6. Configure Failover

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: Setup » Failover

Resources pool manager

Data Server (DSS1) e umwn ——
node-a —
essssocsecocececee |P Address: 192.1 68.0_220 ynchronization status: not config

Virtual IP addresses  SIGRELIGCE

add virtual IP
. ﬁ Virtual IP: 192.168.21.100
Now, still on node-a resources (local node) enter T s =
the next Virtual IP address. Click add virtual IP 2> Intrface n remote node: ath2 (192.168.2.221) =l
enter 2nd Virtual IP, (in this example Natrmaskc 256.256.256.0
192.168.21.100), and select two appropriate \ Brosdeast optional:

interfaces on the local and remote nodes. Then,

click the add button. ——

J# Event Viewer
Data Storage Software V7 - All rights reserved
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6. Configure Failover

apen-e

Data Server (DSS1)
node-a

IP Address: 192.168.0.220

open-e

SETUP

You are here: Setup » Failover

CONFIGURATION

ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS

MAINTENANCE STATUS

open-e

DATA STORAGE SOFTWARE V7

on two interfaces.

Now you have 2 Virtual IP addresses configured

www.open-e.com

Resources pool manager

Status: unknown

Synchronization status: not configured

Virtual IP add iSCSl resources
add virtual IP
Virtual IP Interface on local node:

192.168.20.100 eth1 (192.168.1.220)

192.168.21.100 eth2 (192.168.2.220)

Status: unknown

Synchronization status: not configured

Virtual IP addresses

Interface on remote node:

eth1 (192.168.1.221)

eth2 (192.168.2.221)

SR

add or remove targets

-

J# Event Viewer

Data Storage Software V7 - All rights reserved
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open-e

6. Configure Failover

Data Server (DSS1)
node-a
1t |P Address: 192.168.0.220

When you are finished with setting the virtual IP,
go to the iSCSI resources tab on the local node
resources and click the add or remove targets
button.

After moving the target mirror-0 from Available
targets to Targets already in cluster click the
apply button.

OPCN-@ | ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS

DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: Setup » Failover v

Resources pool manager

Status: unknown

Synchronization status: not configured

Virtual IP addresses

Targets already in cluster

Available targets -
=~ gn.2013-06:mirror-0

II; 1

|

Status: unknown

Synchronization status: not configured sync between nodes

www.open-e.com

Virtual IP addresses [iS{odS]

-

J# Event Viewer

Data Storage Software V7 - All rights reserved
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6. Configure Failover

Data Server (DSS1)
node-a
——p—pr——1—- [P Address: 192.168.0.220

After that, scroll to the top of the Failover
manager function.

At this point, both nodes are ready to start the
Failover.

In order to run the Failover service, click the
start button and confirm this action by clicking
the start button again.

apen-e

SETUP CONFIGURATION

open-e

ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE STATUS

You are here: Setup » Failover

Failover Manager

Cluster status: Ready for Start

All required settings have been set up, cluster is ready to be started

Important! Please refer to Failover: Important notes help for important information related to
configuration and maintenance of failover services.

NOTE:

If the start button is grayed out, the setup has not been completed.

www.open-e.com

b
”~

Resources pool

node-a-39166501 (local node) resources pool:
Status: inactive

Replication state; synced

Persistent reservation

i inactive
synchronization:

node-b-59979144 (remote node) resources pool:
Status: not configured

Replication state: not configured

Persistent reservation

il inactive
synchronization:
See details »
Network statuses Remote node status
Ping nodes: 2 of 2 reachable  Remote node availability: Reachable
See details » Remote node hostname:  node-h-59979144
Remote node |P; 192.168.3.221
Augiliary paths: 3 defined g S
o See details »
See details »

J# Event Viewer

=l

Data Storage Software V7 - All rights reserved
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7. Start Failover Service

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover A i

Failover Manager

apen-e N

Cluster status: Running - OK

”

Data Server (DSS1)
s> l**>s] node-a
e LT K |P Address. 192.1 68.0.220 Resources pool “

Important! Please refer to Failover: Important notes help for important information related to
configuration and maintenance of failover services.

node-a-39166501 (local node) resources pool:
Status: active on node-a-3... (local node)

Replication state: synced

Persistent reservation

5 pe active
synchronization:

node-b-59979144 (remote node) resources pool:

Status: not configured

After clicking the start button, button, Replicaion state: not configured

H H H Persistent reservation :

configuration of both nodes is complete. A active
See details »
Network statuses Remote node status
Ping nodes: 2 of 2 reachable  Remote node availability: Reachable
See details » Remote node hostname:  node-h-59979144
Ainsiitargopaths: Hiof 5 reachiafiii Remote node IP: 192.168.3.221

¥ See details »

See details »

NOTE: | s

You can now connect with iSCSI Initiators. The storage client, in order to J Event Viewer

connect to targetO please setup multipath with following IP on the
initiator side: 192.168.20.100 and 192.168.21.100.

www.open-e.com 31
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8. Test Failover Function

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: Setup » Failover

Resources pool manager

Opc’ﬂ =€ o Info

While a cluster is running you are not able to change Virtual IPs settings. Please stop cluster in

Data Se rver (DSS1 ) order to make changes.

node-a mmeeness

e |P Address. 192.1 68.0.220 o 'Ir‘;?;etshavebeenadded/remuvedsuccessfully.

Status: active on node-a-3... {local node) move to remote node

N
-~

Synchronization status: synced sync between nodes

Virtual IP addresses [EISSEELLTGEE

add or remove targets

iSCSI target: target0 (ign.2013-06:mirror-0)

In order to test Failover, go to the Resources
pOOI manager funCtlon' . Replication task Logical volume Replication task state
Then, in the local node resources, click on the _ [ w0000 oK

move to remote node button and confirm this

action by clicking the move button. ST

Status: not configured “ —
Synchronization status: not configured

J# Event Viewer

Data Storage Software V7 - All rights reserved
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8. Test Failover Function

Data Server (DSS1)
node-a
——p—pr——1—- [P Address: 192.168.0.220

After performing this step, the status for local
node resources should state "active on node-b
(remote node) " and the Synchronization status
should state "synced".

www.open-e.com

OP@I-@ | ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: Setup b Failover P i

Resources pool manager

Info

While a cluster is running you are not able to change Virtual IPs seftings. Please stop cluster in
order to make changes.

o Info

were moved

Status: active on node-b5... (remote node) move to local node

é Synchranization status: synced sync hetween nodes

Virtual IP addresses

add or remove targets

iSCSI target: target0 (ign.2013-06:mirror-0)

Replication task Logical volume Replication task state

Mirror_0000 0000 OK

Synchronization status: not configured ‘sync hetween nodes
-
J# Event Viewer

Data Storage Software V7 - All rights reserved

EX]



Open-E DSS V7 Active-Passive iISCSI Failover 0,0@/7'6’

OP@I-@ | ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

9 ‘ Ru n Fa i I ba c k F u n Ct i 0 n SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: Setup » Failover

Resources pool manager

Info
While a cluster is running you are not able to change Virtual IPs seftings. Please stop cluster in
order to make changes.

Data Server (DSS1)
node-a gt
=efemfele] P Address: 192.168.0.220 0

were moved

Status: active on node-h5... (remote node) ~ move to local node
”

Synchronization status: synced sync between nodes

Virtual IP addresses

add or remove targets

In order to test failback, click the move to local ISCSI target: targeto (iqn.2013-06:mirror-0)
node button |n the Resources pool ma nager Replication task Logical volume Replication task state
 — Mirror_0000 1¥0000 OK

box for local node resources and confirm this

acton by cicking the move button mmeeee
Status: not configured “ —

Synchronization status: not configured ‘sync hetween nodes
-
J# Event Viewer
Data Storage Software V7 - All rights reserved
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9. Run Failback Function

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover

Resources pool manager

Q Info

While a cluster is running you are not able to change Virtual IPs settings. Please stop clusterin
order to make changes.

Data Server (DSS1)

seefeeee] node-a
ey IP Address: 192.168.0.220 ‘ O s o

After completing this step the status for node-a _I_) S A sty
resources should state "active on node-a" (local —‘,—> Synchronization status: synced
node) and the Synchronization status should

Virtual IP addresses [isle
state: synced.

add or remove targets

The configuration and testing of Active- IS G4 A (R0 R 0) (]
Passive iSCSl Failover is nOW Complete, Replication task Logical volume Replication task state

Mirror_0000 0000 0K

NOTE: e

The Active-Passive option allows configuring a resource pool only on one
of the nodes. In such a case, all volumes are active on a single node only. Status: not configured “ i
The Active-Active option allows configuring resource pools on both nodes
and makes it possible to run some active volumes on node-a and other

active volumes on node-b. The Active-Active option is enabled with the A Event Viewer

TRIAL mode for 60 days or when purchasing the Active-Active Failover

Feature Pack.

sync between nodes

Synchronization status: not configured
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